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Abstract

The data-driven discovery of dynamics via machine learning is currently pushing the frontiers of modeling and control efforts,
and it provides a tremendous opportunity to extend the reach of model predictive control. However, many leading methods
in machine learning, such as neural networks, require large volumes of training data, may not be interpretable, do not easily
include known constraints and symmetries, and often do not generalize beyond the attractor where models are trained. These
factors limit the use of these techniques for the online identification of a model in the low-data limit, for example following an
abrupt change to the system dynamics. In this work, we extend the recent sparse identification of nonlinear dynamics (SINDY)
modeling procedure to include the effects of actuation and demonstrate the ability of these models to enhance the performance
of model predictive control (MPC), based on limited, noisy data. SINDY models are parsimonious, identifying the fewest terms
in the model needed to explain the data, making them interpretable, generalizable, and reducing the burden of training data. We
show that the resulting SINDY-MPC framework has higher performance, requires significantly less data, and is more computa-
tionally efficient and robust to noise than neural network models, making it viable for online training and execution in response
to rapid changes to the system. SINDY-MPC also shows improved performance over linear data-driven models, although linear
models may provide a stopgap until enough data is available for SINDY.

Key words: Model predictive control, nonlinear dynamics, sparse identification of nonlinear dynamics (SINDY), system
identification, control theory, machine learning.

1 Introduction

The data-driven modeling and control of complex
systems is currently undergoing a revolution, driven by
the confluence of big data, advanced algorithms in ma-
chine learning, and modern computational hardware.
Model-based control strategies, such as model predictive
control, are ubiquitous, relying on accurate and efficient
models that capture the relevant dynamics for a given ob-
jective. Increasingly, first principles models are giving way
to data-driven approaches, for example in turbulence,
epidemiology, neuroscience, and finance [24]. Although
these methods offer tremendous promise, there has been
slow progress in distilling physical models of dynamic
processes from data. Moreover, many modern techniques
in machine learning (e.g., neural networks) rely on ac-
cess to massive data sets, have limited ability to general-
ize beyond the attractor where data is collected, and do
not readily incorporate known physical constraints. The
challenges associated with data-driven discovery limit
its use for real-time control of strongly nonlinear, high-
dimensional, multi-scale systems, and prevent online re-
covery to abrupt changes in the dynamics. Fortunately,
a new paradigm of sparse and parsimonious modeling
is enabling interpretable models in the low-data limit. In
this work, we extend the recent sparse identification of
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nonlinear dynamics (SINDy) framework to identify mod-
els with actuation, and combine it with model predictive
control (MPC) for effective and interpretable data-driven,
model-based control. We apply the proposed SINDY-MPC
method to control several nonlinear systems and demon-
strate improved control performance in the low-data
limit, compared with other leading data-driven methods,
including linear response models and neural networks.

Model-based control techniques, such as MPC [12]
and optimal control [48, 15], are cornerstones of advanced
process control, and are well-positioned to take advantage
of the data-driven revolution. Model predictive control
is particularly ubiquitous in industrial applications, as
it enables the control of strongly nonlinear systems with
constraints, which are difficult to handle using traditional
linear control approaches [17, 38, 35, 40, 39, 18, 25, 33, 16].
MPC benefits from simple and intuitive tuning and the
ability to control a range of simple and complex phenom-
ena, including systems with time delays, non-minimum
phase dynamics, and instability. In addition, it is straight-
forward to incorporate known constraints, intrinsic com-
pensation for dead time, multiple operating conditions,
and it provides the flexibility to formulate and tailor a
control objective. The major drawback of model-based
control, such as MPC, is in the development of a suit-
able model via existing system identification or model
reduction [8], which may require expensive and time-
consuming data collection and computations.

Nearly all industrial applications of MPC rely on
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Fig. 1. Schematic overview of the proposed SINDY-MPC framework, using sparse nonlinear models for predictive control.

empirical models, and increasing plant complexity and
tighter performance specifications require models with
higher accuracy. There are many techniques to ob-
tain data-driven models, including state-space models
from the eigensystem realization algorithm (ERA) [21]
and other subspace identification methods, Volterra se-
ries [6, 5, 30], autoregressive models [2] (e.g., ARX, ARMA,
NARX, and NARMAX [3] models), and neural network
models [27, 14, 54, 1], to name only a few. These proce-
dures all tend to yield black-box models, with limited
interpretability, physical insights, and ability to general-
ize. More recently, linear representations of nonlinear sys-
tems using extended dynamic mode decomposition [55]
have been successfully paired with MPC [23], exhibiting
improved performance. Nonlinear models based on ma-
chine learning, such as neural networks, are increasingly
used due to advances in computing power, and recently
deep reinforcement learning has been combined with
MPC [36, 56], yielding impressive results in the large-data
limit. However, large volumes of data are often a luxury,
and many systems must be identified and controlled with
limited data, for example in response to abrupt changes.
Current efforts are focused on rapid learning based on
minimal data.

There are many important open challenges associ-
ated with data-driven discovery of dynamical systems for
real-time control. The foremost challenge is the reliance
on large quantities of training data to generate models.
When abrupt changes occur in the system, an effective
controller must rapidly characterize and compensate for
the new dynamics, leaving little time for discovery based
on limited data. A second challenge is the ability of mod-
els to generalize beyond the training data, which is related
to the ability to incorporate new information and quickly
modify the model. Machine learning algorithms often suf-
fer from overfitting and a lack of interpretability, although
the application of these algorithms to physical systems of-
fers a unique opportunity to incorporate known symme-
tries and constraints. These challenges point to the need
for parsimonious and interpretable models [4, 47, 9] that
may be characterized from limited data and in response
to abrupt changes. Whereas traditional methods require
unrealistic amounts of training data, the recently pro-
posed SINDY framework [9] relies on sparsity-promoting
optimization to identify parsimonious models from lim-

ited data, resulting in interpretable models that avoid
overfitting. It has also been shown recently [28] that it is
possible to enforce known physics (e.g., constraints, con-
servation laws, and symmetries) in the SINDY algorithm,
improving stability and performance of models.

In this work, we combine SINDY with MPC for en-
hanced data-driven control of nonlinear systems in the
low-data limit. First, we extend the SINDY architecture to
identify interpretable models that include nonlinear dy-
namics and the effect of actuation. Next, we show the en-
hanced performance of SINDY-MPC compared with lin-
ear data-driven models and with neural network models.
The linear models are identified using dynamic mode de-
composition with control (DMDc) [37, 24], which is closely
related to SINDY and traditional state-space modeling
techniques such as ERA. SINDY-MPC is shown to have
better prediction accuracy and control performance than
neural network models, especially for small and moder-
ate amounts of noisy data. In addition, SINDY models are
less expensive to train and execute than neural network
models, enabling real-time applications. SINDY-MPC
also outperforms linear models for moderate amounts of
data, although DMDc provides a working model in the
extremely low-data limit for simple problems. Thus, in
response to abrupt changes, a linear DMDc model may be
used until a more accurate SINDY model is trained.

2 SINDY-MPC framework

The SINDY-MPC architecture combines the system-
atic data-driven discovery of dynamics with advanced
model-based control to facilitate rapid model learning
and control of strongly nonlinear systems. The overar-
ching SINDY-MPC framework is illustrated in Fig. 1. In
the following sections, we will describe the sparse iden-
tification of nonlinear dynamics with control and model
predictive control algorithms.

We consider the nonlinear dynamical system

d

dt
x = f(x,u), x(0) = x0 (1)

with state x ∈ R
n, control input u ∈ R

q , and continuously
differentiable dynamics f(x,u) : Rn × R

q → R
n.
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Fig. 2. Schematic of the SINDYc algorithm. Active terms in a library of candidate nonlinearities are selected via sparse regression.

2.1 Sparse identification of nonlinear dynamics with control

Here, we generalize the sparse identification of non-
linear dynamics (SINDY) method [9] to include inputs
and control, building on a previous conference paper [10].
SINDY identifies nonlinear dynamical systems from mea-
surement data, relying on the fact that many systems
have relatively few terms in the governing equations.
Thus, sparsity promoting techniques may be used to find
models that automatically balance sparsity in the number
of model terms with accuracy, resulting in parsimonious
models. In particular, a library of candidate nonlinear
terms Θ(x) is constructed, and sparse regression is used
to identify the few active terms [9].

SINDY with control (SINDYc) is based on the same
assumption, that Eq. (1) only has a few active terms in the
dynamics. SINDY is readily generalized to include actu-
ation, as this merely requires a larger library Θ(x,u) of
candidate functions that include u; these functions can in-
clude nonlinear cross terms in x and u. Thus, we measure
m snapshots of the state x and the input signal u in time
and arrange these into two matrices:

X =
[

x1 x2 · · · xm

]

, Υ =
[

u1 u2 · · · um

]

. (2)

The library of candidate nonlinear functions, Θ may
now be evaluated using the data in X and Υ:

ΘT (X,Υ) =


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, (3)

where x ⊗ y defines the vector of all product combina-

tions of the components in x and y. The library of candi-
date terms is a crucial choice in the SINDY algorithm. One
strategy is to start with a basic choice, such as polynomi-
als, and continually increase the complexity of the library
by including other terms (trigonometric functions, etc.).
Moreover, it is also possible to incorporate partial knowl-
edge of the physics (fluids vs. quantum mechanics, etc.).

The system in Eq. (1) can thus be written as:

Ẋ = ΞΘT (X,Υ). (4)

The coefficients Ξ are sparse for most dynamical systems.
Therefore, we employ sparse regression to identify a
sparse Ξ corresponding to the fewest nonlinearities in our
library that give good model performance:

ξk = argmin
ξk
‖Ẋk − ξkΘ

T (X,Υ)‖2 + λ‖ξk‖1, (5)

where Ẋk represents the k-th row of Ẋ and ξk is the k-
th row of Ξ. To approximate derivatives from noisy state
measurements, the SINDY algorithm uses the total varia-
tion regularized derivative [42, 13].

The ‖ · ‖1 term promotes sparsity in the coefficient
vector ξk. This optimization may be solved using the
LASSO [50] or the sequentially thresholded least squares
procedure [9]. The parameter λ is selected to identify the
Pareto optimal model that best balances low model com-
plexity with accuracy. A coarse sweep of λ is performed
to identify the rough order of magnitude where terms are
eliminated and where error begins to increase. Then this
parameter sweep may be refined, and the models on the
Pareto front are evaluated using information criteria [32].

Since the original SINDY paper [9], it has been ex-
tended to include constraints and known physics [28], for
example to enforce energy preserving constraints in an
incompressible fluid flow. SINDY has also been extended
to high dimensional systems, by identifying dynamics
on principal components [9], learning partial differen-
tial equations [43, 45], and extracting dynamics on delay
coordinates [7]. Robust variants of SINDY have been for-
mulated to identify models despite large outliers and
noise [51, 44].
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2.1.1 Discovering discrete-time dynamics
In the original SINDY algorithm, it was shown that it

is possible to identify discrete-time models of the form

xk+1 = F(xk). (6)

It is also possible to extend SINDY to identify discrete-
time models with inputs and control:

xk+1 = F(xk,uk). (7)

Instead of computing derivatives, we collect a matrix X′

with the columns of X advanced one timestep:

X′ =
[

x2 x3 · · · xm+1

]

. (8)

Then, the dynamics may be written as

X′ = ΞΘT (X,Υ), (9)

and the regression problem becomes

ξk = argmin
ξk
‖X′

k − ξkΘ
T (X,Υ)‖2 + λ‖ξk‖1. (10)

2.1.2 Relationship to dynamic mode decomposition
The SINDY regression is related to the dynamic mode

decomposition (DMD), which originated in the fluids
community to extract spatiotemporal coherent structures
from large fluid data sets [41, 46, 52, 24]. DMD modes
are spatially coherent and oscillate at a fixed frequency
and/or growth or decay rate. Since fluids data is typically
high-dimensional, DMD is built on the proper orthogo-
nal decomposition (POD) [19], effectively recombining
POD modes in a linear combination to enforce the tem-
poral coherence. The dynamic mode decomposition has
been applied to a wide range of problems including fluid
mechanics, epidemiology, neuroscience, robotics, finance,
and video processing [24]. Many of these applications
have the ultimate goal of closed-loop feedback control.

In DMD, a similar regression is performed to identify
a linear discrete-time model A mapping X to X′:

X′ = AX. (11)

Thus, SINDY reduces to DMD if formulated in discrete-
time, with linear library elements in Θ, and without a
sparsity-promoting L1 penalty term.

DMD was recently extended to include actuation in-
puts by Proctor et al [37], to disambiguate the effect of in-
ternal dynamics and control. In dynamic mode decompo-
sition with control (DMDc), a similar regression is formed,
but with the actuation input matrix Υ:

X′ = AX+BΥ. (12)

Thus, SINDY with control similarly reduces to DMDc un-

der certain conditions. In this work, we will use DMDc
and SINDYc to discover dynamics for model predictive
control. The DMDc algorithm has also been shown to be
closely related to other subspace identification methods,
such as the eigensystem realization algorithm [21], but de-
signed for high-dimensional input–output data.

It is interesting to note that the extended DMD [55] re-
gression is performed on the nonlinear library Θ(X′) =
AΘ(X), and an L1 penalty may also be added. Extended
DMD may also be modified to incorporate actuation in-
puts, and these models have recently been used effectively
for model predictive control [23].

2.1.3 Identification of dynamics with feedback control
If the input u corresponds to feedback control, so that

u = K(x), then it is impossible to disambiguate the ef-
fect of the feedback control u with internal feedback terms
K(x) within the dynamical system; namely, the SINDY
regression becomes ill-conditioned. In this case, we may
identify the actuation u as a function of the state:

Υ = ΞuΘ
T (X). (13)

To identify the coefficients Ξ in Eq. (4), we perturb the sig-
nal u to allow it to be distinguished from K(x) terms. This
may be done by injecting a sufficiently large white noise
signal, or occasionally kicking the system with a large im-
pulse or step in u. An interesting future direction would
be to design input signals that aid in the identification of
the dynamical system in Eq. (1) by perturbing the system
in directions that yield high-value information.

2.2 Model predictive control

In this section, we outline the control problem and
summarize key results in MPC, which is shown schemati-
cally in Fig. 3. Model predictive control solves an optimal
control problem over a receding horizon, subject to system
constraints, to determine the next control action. This opti-
mization is repeated at each new timestep, and the control
law is updated, as shown in Fig. 4.

The receding horizon control problem can generally
be formulated as an open-loop optimization at each step,
which determines the optimal sequence of control inputs
u(·|xj) := {uj+1, . . . ,uj+k, . . . ,uj+mc

} given the current
measurement xj over the control horizon Tc = mc∆t
that minimizes a cost J over the prediction horizon
Tp = mp∆t; ∆t is the timestep of the model, which may
be different from the sampling time of measurements.
The control horizon is generally less than or equal to the
prediction horizon, so that Tc ≤ Tp; if Tc < Tp, then the
input u is assumed constant thereafter. The first control
value uj+1 := u(uj+1|xj) is applied, and the optimization
is reinitialized and repeated at each subsequent timestep.
This results in an implicit feedback control law

K(xj) = uj+1(xj), (14)

where uj+1 is the first in the optimized actuation sequence
starting at the initial condition xj .

4
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The cost optimization at each timestep is given by:

min
u(·|xj)

J(xj) = min
u(·|xj)

[

||x̂j+mp
||2Qmp

+

mp−1
∑

k=0

||x̂j+k ||2Q

+

mc−1
∑

k=1

(

||ûj+k||2Ru
+ ||∆ûj+k||2R∆u

)

]

, (15)

subject to the discrete-time system model

x̂k+1 = F̂(x̂k,uk), (16)

the input constraints,

∆umin ≤ ∆uk ≤ ∆umax, (17a)

umin ≤uk ≤ umax, (17b)

and possibly additional equality or inequality constraints
on the state and input. The cost function J penalizes de-
viations of the predicted state x̂k along the trajectory and
also includes a terminal cost at x̂mp

. Expenditures of the
input uk and input rate ∆uk = uk − uk−1 are also penal-
ized. Each term is computed as the weighted norm of a
vector, i.e., ||x||2Q := xTQx. The weight matrices Q ≥ 0,
Qmp

≥ 0, Ru > 0 and R∆u > 0 are positive definite and
positive semi-definite, respectively. Note that the model
prediction x̂k, which is forecast, may differ from the true
measured state xk.

MPC is one of the most powerful model-based con-
trol techniques due to the flexibility in the formulation of
the objective functional, the ability to add constraints, and
extensions to nonlinear systems. The most challenging
aspect of MPC involves the identification of a dynami-
cal model that accurately and efficiently represents the
system behavior when control is applied. If the model is
linear, minimization of a quadratic cost functional subject
to linear constraints results in a tractable convex problem.
Nonlinear models may yield significant improvements;
however, they render MPC a nonlinear program, which
can be expensive to solve, making it particularly challeng-
ing for real-time control. Fortunately, improvements in
computing power and advanced algorithms are increas-
ingly enabling nonlinear MPC for real-time applications.
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3 Example: Lotka-Volterra model

We demonstrate the SINDY-MPC architecture on the
Lotka-Volterra system, a two-dimensional, weakly nonlin-
ear dynamical system, describing the interaction between
two competing populations. These dynamics may repre-
sent two species in biological systems, the dynamic com-
petition in stock markets [26], and they can be modified to
study the spread of infectious disease [53].

We consider the system

ẋ1 = ax1 − bx1x2 (18a)

ẋ2 = −cx2 + dx1x2 + u (18b)

where x1 and x2 are the prey and predator populations,
respectively. The constant parameters a = 0.5, b = 0.025,
c = 0.5, and d = 0.005 represent the growth/death rates,
the effect of predation on the prey population, and the
growth of predators based on the size of the prey popu-
lation. The unforced system exhibits a limit cycle behav-
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in most realizations do not have any predictive power.

ior, where the predator lags the prey, and a critical point
xcrit = (g/d a/b)T , where the population sizes of both
species are in balance. The control objective is to stabilize
this fixed point. In all examples, the timestep of the system
and the models are equal to ∆t = 0.1, the weight matri-
ces are Q = ( 1 0

0 1 ) and Ru = R∆u = 0.5, and the actuation
input is limited to u ∈ [−20, 20]. The control and predic-
tion horizons are mp = mc = 10. We apply an additional
constraint on u, so that x2 does not decrease below 10, to
enforce a minimum population size required for recovery.

To assess the performance and capabilities of the
SINDY-MPC architecture, SINDYc is compared with two
representative data-driven models: dynamic mode de-
composition with control (DMDc) and a multilayer neu-
ral network (NN), which can represent any continuous
function under mild conditions [20]. The results are dis-
played in Fig. 5. The first 100 time units are used to train
the models using a phase-shifted sum of sinusoids, a so-
called Schroeder sweep [? ], after which the predictive
capabilities of these models are validated using sinusoidal
forcing with u(t) = (2 sin(t) sin(t/10))2 on the next 100
time units. Different actuation inputs are used during
the training and validation stages to assess the models’
ability to generalize. Thereafter, MPC is applied for the
last 100 time units using a prediction and control hori-
zon of mp = mc = 5. SINDYc shows the best prediction
and control performance, followed by the neural network

6
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and then by DMDc. The neural network has 1 hidden
layer with 10 neurons, which is the best trade-off between
model complexity and accuracy; increasing the number
of neurons or layers has little impact on the prediction
performance. It is first trained as a feedforward network
and then closed. While the neural network exhibits a sim-
ilar control performance, execution time of SINDYc is
37 times faster, which is particularly critical in real-time
applications.

In practice, measurements are generally affected by
noise. We examine the robustness of these models for in-
creasing noise corruption of the state measurements, i.e.
y = x + n where n ∈ N (0, σ2) with standard deviation σ.
Crossvalidated prediction performance for different noise
magnitudes η = σ/max(std(xi)) ∈ (0.01, 0.5), where std
denotes standard deviation, is displayed in Fig. 6. As ex-
pected, the performance of all models decreases with in-
creasing noise magnitude. SINDYc generally outperforms
DMDc and neural network models, exhibiting a slower
decline in performance for low and moderate noise levels.
Sparse regression is known to improve robustness to noise
and prevent overfitting. The large fluctuation in the neu-
ral network performance are due to its strong dependency
on the initial network weights.

The amount of data required to train an accurate
model is particularly crucial in real-time applications,
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Fig. 8. Control performance for increasing length of the train-
ing data: (a) terminal cumulative cost over 20 time units, and (b)
time series of states and cost of the best model for each model
type (mDMDc

train = 20, mSINDY c

train = 85, mNN

train = 10
3). From

mtrain = 14 onwards, SINDYc yields comparably well perform-
ing models, outperforming all other models. Outside the shaded
region, models perform significantly worse or even diverge.

where abrupt changes or actuation may render the model
invalid and rapid model updates are necessary. Figure 7
shows the average relative error of the prediction on the
100 time units used for validation, and the time to train a
model in seconds for increasing lengths of training data
without noise. In the low-data limit, a highly predictive
SINDYc model can be learned, discovering the true gov-
erning equations within machine precision. Significantly
larger amounts of data are required to train an accurate
neural network model, although with enough data it out-
performs DMDc. DMDc models may be useful in the
extremely low-data limit, before enough data is avail-
able to characterize a SINDYc model. The training times
of SINDYc and DMDc models increase slightly with the
amount of data, although they require about two orders
of magnitude less time than neural network models.

The effect of the training length on the control perfor-
mance is shown in Fig. 8. Here, the control performance
is evaluated over 20 time units. For small amounts of
data, the sparsity-promoting parameter λ in SINDYc is
reduced by a factor of 10 until a non-zero entry appears.
In the extremely low-data limit, DMDc models perform
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Fig. 9. Control performance for increasing length of noise–
corrupted training data with η = 0.5: (a) terminal cumula-
tive cost over 20 time units, and (b) time series of states and
cost of the best model for each model type (mDMDc

train = 12,

mSINDY c

train = 1250, mNN

train = 65). From Mtrain = 200 on-
wards, SINDYc yields comparable models, outperforming all
other models.

well. SINDYc models require slightly more data than
DMDc, but result in the best overall performance. An
order of magnitude more data is required to train com-
parably performing neural network models. SINDYc’s
intrinsic robustness to overfitting renders all models from
mtrain = 14 on as having the best control performance
compared with the overall best performing DMDc and
neural network models. In contrast, DMDc shows a slight
decrease in performance due to overfitting and the neu-
ral network’s dependency on the initial network weights
detrimentally affects its performance. It is interesting to
note that the control performance is generally less sen-
sitive than the long-term prediction performance shown
in Fig. 7. Even a model with moderately low predictive
accuracy may perform well in MPC.

In Fig. 9 we show the same analysis but with noise-
corrupted training data. We assume no noise corruption
during the control stage. For each training length, the best
model out of 50 noise realizations was tested for control.
DMDc and SINDYc models both require slightly more
data to achieve a similar performance as without noise.
Note that neural network models perform significantly
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Fig. 10. Prediction and control performance for the chaotic
Lorenz system: (a) time series of the states and input (shifted to
−25 and scaled by 10 to improve readability) during training,
validation, and control stage, and (b) cumulative cost and execu-
tion time of the MPC optimization.

worse when trained on noise-corrupted data.

4 Lorenz system

In this section, we demonstrate the SINDY-MPC archi-
tecture on the chaotic Lorenz system, a prototypical exam-
ple of chaos in dynamical systems. The Lorenz system rep-
resents the Rayleigh-Bénard convection in fluid dynamics
as proposed by Lorenz [29], but has also been associated
with lasers, dynamos, and chemical reaction systems [? ].
The Lorenz dynamics are given by

ẋ1 = σ(x2 − x1) + u (19a)

ẋ2 = x1(ρ− x3)− x2 (19b)

ẋ3 = x1x2 − βx3 (19c)

with system parameters σ = 10, β = 8/3, ρ = 28, and
control input u affecting only the first state. A typical tra-
jectory oscillates alternately around the two weakly unsta-
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ble fixed points (±
√
72,±

√
72, 27)T . The chaotic motion of

the system implies a strong sensitivity to initial conditions,
i.e. small uncertainties in the state will grow exponentially
with time. This represents a particularly challenging prob-
lem for model identification and subsequent control, as an
uncertainty in the measurement of the state will lead in-
evitably to a completely different behavior of the forecast
in the long run, despite having the true model. Discov-
ering the model from (possibly noisy) measurements ren-
ders this issue more severe as model uncertainties also af-
fect the forecast accuracy.

The control objective is to stabilize one of these
fixed points. In all examples, the timestep of the sys-
tem is ∆tsys = 0.001 and the timestep of the model is
∆tmodel = 0.01. The next control input from SINDY-MPC
is determined every 10 system timesteps over which the
control is kept constant. In general, the timestep of the
model is chosen to maximize the control horizon and
minimize the length of the sequence of control inputs to
be optimized, while assuring the model is as predictive
as possible for the given timestep. The weight matrices

are Q = (
1 0 0
0 1 0
0 0 1

), Ru = R∆u = 0.001, and the actuation

input is limited to u ∈ [−50, 50]. The control and predic-
tion horizon is mp = mc = 10 and the sparsity-promoting
parameter in SINDYc is λ = 0.1, unless otherwise noted.
For all models we assume access to full-state information.

We compare the prediction and control performance
of the SINDYc model with DMDc and a neural network
(NN) model. DMDc is used to model the deviation from
the goal state by constructing the regression model based
on data from which the goal state has been subtracted.
A less naïve approach would partition the trajectory into
two bins, e.g. based on negative and positive values of x1,
and estimate two models for each goal state separately.
The neural network consists of 1 hidden layer with 10
neurons and employs hyperbolic tangent sigmoid acti-
vation functions. The training of the neural network is
performed using the Levenberg-Marquardt algorithm. If
the data is corrupted by noise, a Bayesian regularization

is employed, which requires more training time but yields
more robust models.

Cross-validated prediction and control performance
for the Lorenz system are displayed in Fig. 10. The first
10 time units are used to train with a Schroeder sweep,
after which the models are validated on the next 10 time
units using a sinusoidally-based high-frequency forcing,
u(t) = (5 sin(30t))3. MPC is then applied for the last 5 time
units. SINDYc exhibits the best prediction and control per-
formance. The neural network shows comparable perfor-
mance, although the prediction horizon is much shorter
but still sufficient for MPC. Surprisingly, DMDc is able to
stabilize the fixed point, despite poor predictions based on
a linear model. As DMDc shows negligible predictive ca-
pability, we will not present more DMDc results, but in-
stead focus on the comparison between SINDYc and the
neural network. As in the previous example, while the
neural network exhibits similar control performance, the
control execution of SINDYc is 21 times faster.

Figure 11 examines the crossvalidated prediction per-
formance of SINDYc and neural network models based
on noisy state measurements for increasing noise magni-
tude η = σ/max(std(xi)) ∈ (0.01, 0.5). The performance
of both models decreases with increasing noise level,
although SINDY generally outperforms the neural net-
work. Unlike the Lotka-Volterra model, the average rela-
tive error is misleading in this case. With increasing noise
magnitude the neural network converges to a fixed point,
having no predictive power, while SINDY still exhibits
the correct statistics beyond the prediction horizon; how-
ever phase drift leads to a larger average relative error.
This can be observed in Fig. 11(b), which shows the me-
dian (thick colored line) and the 25–75 percentile region
(colored shaded area) of the prediction for three different
noise levels. Thus, a better metric for prediction perfor-
mance is the prediction horizon itself (see Fig. 11(a)). The
prediction horizon, measured in time units, is estimated
as the time instant when the error ball is larger than a
radius of ε = 3, i.e. a model is considered predictive if
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Property / Model DMDc SINDYc NN

Training with strong strong weak

limited data Very few samples are sufficient. Well suited for low and
medium amount of data.

Requires long time series to
learn predictive models.

High-dimensionality strong fair strong

Can handle high-dim. data
in combination with SVD.

Limited by the library size.

Nonlinearities weak/fair strong strong

Linear and weakly nonlinear,
however with performance loss.

Suitable for strongly non-
linear systems.

Suitable for strongly non-
linear systems.

Prediction performance fair strong strong

Control performance fair strong strong

Noise robustness weak strong fair

High sensitivity w.r.t. noise. Intrinsic robustness due
to sparse regression.

Can handle low noise levels.

Parameter robustness strong strong weak

High sensitivity w.r.t. initial
weights of the network.

Training time strong strong weak

Execution time strong strong weak

Fast optimization routines
exist for linear systems.

Table 1
Capabilities and challenges of DMDc, SINDYc and NN models. The model with the strongest performance is underlined.

√

∑3
i=1(xi − x̂i)2 < ε. This corresponds to roughly 10%

error per state variable, considering that the order of mag-
nitude of each state is approximately O(101); this error
radius correlates well with the visible divergence of the
true and predicted state in Fig. 11(b). For low and moder-
ate noise levels, SINDYc robustly predicts the state with
high accuracy. Note that even for η = 0.25, the 1-period
prediction would be sufficiently long for a successful sta-
bilization with MPC as we consider a comparably short
prediction horizon of Tp = 0.1.

The effect of the amount of training data on the pre-
diction and control performance is examined in Figs. 12
and 13 , respectively. In Fig. 12, we show the average
relative error evaluated on the prediction over the next
10 time units, the prediction horizon, and the required
training time in seconds for increasing length of noise-
free training data. For a relatively small amount of data,
SINDYc rapidly outperforms the neural network model
with a prediction horizon of 2.5 time units and a signif-
icantly smaller error. For a sufficiently large amount of
data, SINDYc and the neural network result in compara-
ble predictions. However, SINDYc yields highly predic-
tive models that can be rapidly trained in the low and

moderate data regimes. Models trained on weakly noise-
corrupted measurements, η = 0.05, are tested in MPC.
For each length of training data, 50 noise realizations are
performed and the most predictive model is selected for
evaluation in MPC (Fig. 13). Outside the shaded regions,
models are generally not predictive or might even di-
verge. In the noise-corrupted case, it is clear that SINDYc
models generally have better control performance than
neural network models. For a sufficiently large amount
of training data, neural networks can have comparable
performance to SINDYc models, although they show a
sensitive dependence on the initial choice of the network
weights. The control results of the neural network are sig-
nificantly better here than for the Lotka-Volterra model
due to the intrinsic system properties. In chaotic systems,
a long enough trajectory will come arbitrarily close to
every point on the attractor; thus, measurements of the
Lorenz system are in some sense richer than those of the
Lotka-Volterra system. A surprising result is that a nearly
optimal SINDYc model can be trained on just 8 noisy
measurements (compare Fig. 13).
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Fig. 12. Crossvalidated prediction performance for increasing
length of training data (without noise): (a) time series of the
training data, (b) average relative error, (c) prediction horizon,
and (d) training time in seconds.

5 Discussion and Conclusions

In conclusion, we have demonstrated the effective
integration of data-driven sparse model discovery for
model predictive control in the low-data limit. The sparse
identification of nonlinear dynamics (SINDY) algorithm
has been extended to discover nonlinear models with
actuation and control, resulting in interpretable and par-
simonious models. Moreover, because SINDY only iden-
tifies the few active terms in the dynamics, it requires
less data than many other leading machine learning tech-
niques, such as neural networks, and prevents overfitting.
When integrated with model predictive control, SINDY
provides computationally tractable and accurate mod-
els that can be trained on very little data. The resulting
SINDY-MPC framework is capable of controlling strongly
nonlinear systems, purely from measurement data, and
the model identification is fast enough to discover models
in real-time, even in response to abrupt changes to the
model. The SINDY-MPC approach is compared with MPC
based on data-driven linear models and neural network
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Fig. 13. Control performance for increasing length of noise-cor-
rupted training data: (a) terminal cumulative cost over 3 time
units, and (b) time series of states and cost of the best model for
each model type (mSINDY c

train = 38, mNN
train = 40). Note that from

mtrain = 400 onwards, SINDY identifies the best performing
models.

models on two nonlinear dynamical systems.
The relative strengths and weaknesses of each method

are summarized in Tab. 1. By nearly every metric, linear
DMDc models and nonlinear SINDYc models outper-
form neural network models (NN). In fact, DMDc may be
seen as the limit of SINDYc when the library of candidate
terms is restricted to linear terms. SINDY-MPC provides
the highest performance control and requires significantly
less training data and execution time compared with NN.
However, for very low amounts of training data, DMDc
provides a useful model until the SINDYc algorithm has
enough data to characterize the dynamics. Thus, we advo-
cate the SINDY-MPC framework for effective and efficient
nonlinear control, with DMDc as a stopgap after abrupt
changes until a new SINDYc model can be identified.

This work motivates a number of future extensions
and investigations. Although the preliminary application
of SINDYc for MPC is encouraging, this study does not
leverage many of the powerful new techniques in sparse
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Fig. 14. Illustration of the modular nature of the SINDY with control framework and its ability to handle high-dimensional systems,
limited measurements, known physical constraints, and model selection via information criteria.

model identification. Figure 14 provides a schematic of
the modularity and demonstrated extensions that are pos-
sible within the SINDy framework. In realistic applica-
tions, the system may be extremely high-dimensional, and
the SINDy library does not scale well with the size of the
data. Fortunately, many high-dimensional systems evolve
on a low-dimensional attractor, and it is often possible to
identify a model on this attractor, for example by iden-
tifying a SINDy model on low-dimensional coordinates
identified through a singular value decomposition [9] or
manifold learning. In other applications, full-state mea-
surements are unavailable, and the system must be char-
acterized by limited measurements. It has recently been
shown that delay coordinates provide a useful embedding
to identify simple models of chaotic systems [7], building
on the celebrated Takens embedding theorem [49]. Delay
coordinates also define intrinsic coordinates for the Koop-
man operator [7], which provides a simple linear embed-
ding of nonlinear systems [34, 11]. Koopman models have
recently been used for MPC [23] and have been identi-
fied using SINDy regression [22] and subsequently used
for optimal control [22]. Similar methods could be used to
optimize sensors and exploit partial measurements within
the SINDY-MPC framework. All of these innovations sug-
gest a shift from the perspective of big data to the control-
oriented perspective of smart data.

Figure 14 also demonstrates innovations to the SINDy
regression to include physical constraints, known model
structure, and model selection, which may all benefit the
goal of real-time identification and control. Known sym-
metries, conservation laws, and constraints may be read-
ily included in both the SINDYc and DMDc modeling
frameworks [28], as they are both based on least-squares
regression, possibly with sequential thresholding. It is
thus possible to use a constrained least-squares algorithm,
for example to enforce energy conserving constraints in a
fluid system, which manifest as anti-symmetric quadratic
terms [28]. Enforcing constraints has the potential to fur-
ther reduce the amount of data required to identify mod-
els, as there are less free parameters to estimate, and the
resulting systems have been shown to have improved sta-
bility in some cases. It is also possible to extend the SINDy

algorithm to identify models in libraries that encode richer
dynamics, such as rational function nonlinearities [31].
Finally, incorporating information criteria provides an
objective metric for model selection among various candi-
date SINDy models with a range of complexity.

The SINDY-MPC framework has significant potential
for the real-time control of strongly nonlinear systems.
Moreover, the rapid training and execution times indi-
cate that SINDy models may be useful for rapid model
identification in response to abrupt model changes, and
this warrants further investigation. The ability to identify
accurate and efficient models with small amounts of train-
ing data may be a key enabler of recovery in time-critical
scenarios, such as model changes that lead to instabil-
ity. In addition, for broad applicability and adoption, the
SINDy modeling framework must be further investigated
to characterize the effect of noise, derive error estimates,
and provide conditions and guarantees of convergence.
These future theoretical and analytical extensions are nec-
essary to certify the model-based control performance.
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